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Abstract
Capacity management is the process of optimising production in line with fluctuating demand for products and services in order to reduce wasted capacity. Simply put, it aims to make optimal use of essential resources while minimising the use of non-essential resources. To this end, the key is to balance the right number of users and the right performance at peak usage to ensure a great end-user experience. This paper explores a capacity planning solution that can predict upcoming costs with advanced predictive analytics and forward-thinking what-if scenario modelling that can produce a healthy return on investment as well as help companies go green.
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KNOW YOUR LIMITATIONS
’A constraint limits or holds back the possible success of an operational strategy. The theory of constraints, an organisational change method focused on process improvement, contends that every organisation must face at least one constraint, or weak link in the process chain. In regard to marketing, constraints may affect product, price, place or promotion.’ (John DuBois)

The theory of constraints (TOC), conceived by Dr Eliyahu Goldratt, is a highly focused methodology for prioritising improvement activities in order to generate rapid gains. The methodology offers the following benefits:

• fast improvement;
• greater capacity;
• increased profit;
• reduced lead times; and
• reduced inventory.

The TOC is well suited to marketing systems as it can help Chief marketing officers (CMOs) understand their departments, their systems and their data in a way that will help them make better and more profitable decisions. Whereas the primary focus of the TOC is the rapid improvement of constrained processes in order to realise more profit, it is a waste of time optimising non-constrained processes and systems as they will not produce any significant benefits, financial or otherwise.

As Ira Kalb claims, ‘the primary way a CMO can prove his or her worth is to collect the data on the return the company is realising on its marketing investment.'
To do that, a comprehensive marketing information system is required.\textsuperscript{3} In a perfect world, Kalb argues, businesses would be able to integrate their marketing information system (MIS) into their various systems and processes. In this rather idealistic world, every sale, lead and marketing offer would be traced back to the marketing effort that produced it. Every dollar of marketing spend could be valued and quantified. Every compliment or complaint could be tracked back to its source as well, bringing new measurable value to social media. This is a worthy endeavour, of course, but not a simple one.

‘Rather than wait for the dream to materialise, marketers need to improvise. They need a system that enables them to (1) make better decisions and (2) support those decisions with verifiable data’, says Kalb.\textsuperscript{3} Systems should be checked and itemised, with marketing information data gleaned from them. A gap analysis should be initiated to identify what information is not being provided to the marketers in the current system. Additional systems that can provide the needed marketing information should also be created. To the extent possible, says Kalb, these systems should be integrated company-wide.

‘We are drowning in information but starved for knowledge’, said John Naisbitt, some 40 years ago.\textsuperscript{4} Since then, this idea has only grown in relevance. Of the seven ‘V’s of Big Data — volume, velocity, variety, variability, veracity, visualisation and value — volume is growing exponentially. Data collection, correlation and data use are not only accelerating massively but increasingly doing so in real time; indeed, this is becoming a minimum requirement for many IT departments because their customers require nothing less.

With the ability to collect, append, as well as send to or receive data from almost anywhere in the world, data variety and variability are increasing substantially. The veracity or accuracy of data is also getting easier to ensure as many data integration tools have data cleansing and data verification capabilities built in. The visualisation of data has become exceptionally easy thanks to business intelligence tools like Domo, PowerBI, Qlik and Tableau, which have simplified the creation of dashboards. The growing value of data is unquestionable — out of the ten most valuable companies in the USA, five depend on data for their lifeblood.

Credit card companies collect every penny we spend. Social media companies gather every like and dislike we make. Internet of things (IoT) devices capture sensor data of all kinds — and there will soon be an explosion of such devices. Gyroscopes and accelerometers collect every physical movement of our phones, while mobile apps collect highly valuable personal information, including our every location. Never before have so few tracked so many, while also profiting so handsomely from so much captured data. And yet, while there have never been so many ways to collect, track, quantify, metatag and visualise data, many marketers remain ignorant when it comes to using this information effectively.

According to the ‘Flexera 2020 State of the Cloud Report’,\textsuperscript{5} organisations are wasting 30 per cent of their cloud spend, paying too much for services they simply do not need. This translates to a huge sum of money being flushed away, to say nothing of the squandered energy. Indeed, going green is a competitive advantage today, so this is an opportunity going to waste, literally. According to the report:

‘some of the increase is a result of the extra capacity needed for current cloud-based applications to meet increased demand as online usage grows … Other organisations may accelerate migration from data centres to cloud in response to reduced headcount, difficulties in accessing data centre facilities and delays in hardware supply chains’\textsuperscript{5}.
Philip Kotler defines a marketing information system as a ‘continuing and interacting structure of people, equipment and procedures to gather, sort, analyse, evaluate, and distribute pertinent, timely and accurate information for use by marketing decision makers to improve their marketing planning, implementation, and control’.6

One of the tools that can help with control is capacity planning, which aims to minimise the discrepancy between the capacity of an organisation and the demands of its customers. As Zoltán Sebestyén and Viktor Juhász claim, ‘capacity is one of the most important measures of resources used in production. Its definition and analysis are therefore one of the key areas of production management’.7

Capacity demand varies according to changes in production output, such as increasing or decreasing the production of an existing product or producing new products. Better utilisation of existing capacity can be accomplished through improvements to the effectiveness of equipment. Capacity can be increased by introducing new techniques, equipment and materials, increasing the number of workers or machines, increasing the number of labour shifts, or acquiring additional production facilities. In a nutshell, capacity planning aims to make the best possible use of essential resources while minimising the use of non-essential resources.

Capacity planning works hand-in-hand with Kalb’s condition that every dollar spent on marketing be valued and quantified.3 It attempts to ensure there is as little wastage as possible when it comes to the IT estate, including with the marketing department’s IT activities. The question is, can marketing’s IT activities be quantified so that every sale, lead, marketing offer, and the cost of the employees and software handling these activities be traced back to the marketing effort that produced them? This would help enormously with justifying return on investment (ROI).

According to Erik Brynjolfsson:

‘The critical question facing IT managers today is not “Does IT pay off?” but rather, “How can we best use computers?” … Even when their IT intensity is identical, some companies have only a fraction of the productivity of their competitors’.

Unlike a certificate of deposit, an investment in IT does not produce an expected or guaranteed rate of return.8 An IT estate has countless moving parts — both virtual and physical — from the software running atop it, to the people overseeing it. As the innumerable variables interact with each other, weathering unintended demand spikes, calculating a definitive ROI for many IT-related costs becomes almost impossible.

Furthermore, contends Brynjolfsson:

‘IT is only the tip of a much larger iceberg of complementary investments that are the real drivers of productivity growth … In fact, our research found that for every dollar of IT hardware capital that a company owns, there are up to $9 of IT-related intangible assets, such as human capital — the capitalised value of training — and organisational capital — the capitalised value of investments in new business-process and other organisational practices. Not only do companies spend far more on these investments than on computers themselves, but investors also attach a larger value to them’.

Brynjolfsson cautions:

‘Too often, the flow of information speeds up dramatically in highly automated parts of the value chain only to hit logjams elsewhere, particularly where humans must get involved and processes are not updated. The result is little or no change in overall performance. A gigabit Ethernet network does no good if the real bottleneck is a manager’s ability to read and act on the information … In the information economy, the scarce resource is not...
information, but the capacity of humans to process that information’. 8

**MONITORING AND MEASURING EVERYTHING**

Man’s role as ‘the best condition monitoring device ever invented’9 is under threat from such tools as business process management software, robotic process automation, hyperautomation, artificial intelligence operations (AIOps) and real-time monitoring. While the experience of an IT technician who intimately understands every nuance of a system he has been working with for years is priceless, today’s monitoring and alerting systems can go further as they can help systems to self-heal.

Gartner defines AIOps as a platform that utilises:

‘Big Data, modern machine learning and other advanced analytics technologies to, directly and indirectly, enhance IT operations (monitoring, automation and service desk) functions with proactive, personal and dynamic insight. AIOps platforms enable the concurrent use of multiple data sources, data collection methods, analytical (real-time and deep) technologies, and presentation technologies’.10

AIOps analyses a system’s data to learn about a company’s day-to-day operations, including marketing, then either fixes the issues it finds or proactively attempts to fix the potential issues it sees coming down the pipe.

According to Trent Fitz:

‘modern apps are comprised of millions of containers and serverless functions strewn across multiple clouds, and each one of these application components may exist for days or less than a second. Stitching all of this information together while trying to find outliers is magnitudes more difficult than trying to isolate a rogue Java thread on a typical application server’.11

It is an enormous task to monitor memory usage and CPU utilisation while overseeing the spin-up and spin-down of clusters, observing server fan speeds and ensuring error alerts need checking to ensure they are not superfluous. Figure 1 shows the monitoring setup of a typical data centre.

But help is on its way. Atul Soneja explains the AIOps process when alerts occur:

‘The AIOps solution automatically opens the ticket and enriches it with log information, events, and metrics before directing it to the right person. Now, all the information is already there, and IT knows what to do with it. All of this is handled automatically behind the scenes, so teams never have to close a ticket manually again’.12

Today’s AIOps solutions collect metrics and logs, collate event streams with dependency data, and deliver end-to-end three-dimensional windows into a company’s operations system. As Trent Fitz sees it, ‘this means eliminating the no. 1 problem AIOps tools have experienced thus far, ie limited visibility and context due to the lack of cardinality in the data they’re analysing’.11 This not only enhances the system’s ability to understand a problem and initiate a solution but it also provides better visibility into the entire operation in an activity-based costing way. Granular details on the data and how the organisation uses this data becomes available and this information can be collated and quantified and made available to departments throughout the company.

**CLOUDBURSTING**

According to Sebestyén and Juhász:

‘There are three aspects of the problem of conventional capacity measures: the absence of economic content, quantity based approach, and the unduly high emphasis laid on technical processes …
If capacity measures could sidestep the problems discussed above, ie if they could include the value of resources, and could refer to the costs of unused capacity, then better decisions could be made in a number of cases'.

As Sebestyén and Juhász argue, ‘changes in the nature of production, and the enhanced significance of auxiliary processes made calculations necessary for production and service systems where processes are difficult to quantify’.

Adding a cloud component to a company’s IT department is almost a given these days, but services like AWS, Azure, Google Cloud, Alicloud, and other cloud providers can be pricey. Managed cloud services are even worse. As Lee notes:

‘Capacity planning is a challenging task when there is an unpredictable, fluctuating computing demand with many peaks and troughs. Without a solid evaluation model, estimating the tradeoff between the benefits and costs incurred in order to cover peak computing demand is challenging. Therefore, overcapacity or under-capacity is a common phenomenon in the investment of cloud capacity. Overcapacity puts companies at a cost disadvantage due to a low utilisation of cloud resources. On the other hand, under-capacity puts them at a strategic disadvantage due to customer/user dissatisfaction, high penalty costs, and potential sales loss’.13

Araujo et al. argue that ‘the efficient and accurate assessment of cloud-based infrastructure is essential for guaranteeing both business continuity and uninterrupted services for computing jobs’.14 However, López-Pires and Barán suggest that this is...
easier said than done as the efficient resource management of cloud infrastructures is highly challenging.\textsuperscript{15} For Lee, most capacity planning and management area studies focus on micro-level scheduling such as dynamic resource allocation and prioritisation of computing jobs.\textsuperscript{13} Widely used resource management methods like AWS’s Auto Scaling and Azure’s Autoscaling Application Block are both reactive; they are also provided by companies in a fox-guarding-the-henhouse kind of way, which is to say, their profits are based on usage, so are they really the best companies to provide applications that recommend use limitations?\textsuperscript{13}

Balaji et al. suggest that ‘while these reactive approaches are an effective way to improve system availability, optimise costs, and reduce latency, it exhibits a mismatch between resource demands and service provisions, which could lead to under or over provisioning’.\textsuperscript{16} Several authors, including Wang et al.,\textsuperscript{17} Han et al.,\textsuperscript{18} and Deng et al.\textsuperscript{19} recommend predictive resource scaling approaches that can overcome the limitations of this reactive approach.

Laatikainen et al.\textsuperscript{20} believe the hybrid cloud can reduce the financial burden of overcapacity investment and technological risks related to the full ownership of computing resources as well as allow companies to operate at a cost-optimal scale and scope under demand uncertainty.

With a hybrid cloud, companies can scale their computing requirements beyond the private cloud and into the public cloud — a capability also known as cloud bursting.\textsuperscript{21} An application runs in its own private resources for most of its computing needs and then bursts into a public cloud when its private resources are unable to cope with surges in computing demand. For example, a popular and cost-effective way to deal with the temporary computational demand of Big Data analytics is a hybrid cloud bursting solution that leases temporary off-premise cloud resources to boost overall capacity during peak utilisation.\textsuperscript{22}

While potential benefits of the hybrid cloud arise in the presence of variable demand for many real-world computing workloads, additional costs related to hybrid cloud management, data transfer and development complexity must be considered.\textsuperscript{21} Everything from bandwidth, latency, location of data, and communication performance must be considered when integrating a public cloud with a private cloud.\textsuperscript{24}

As each cloud provider has its own propriety system, there are no standardised solutions challenges, hence cloud users must integrate diverse cloud services obtained from multiple cloud providers and then perform cloud bursting in the hybrid cloud environment. While various standardised solutions have been developed for diverse cloud computing services, cloud providers often develop their own proprietary services as a way to lock in clients, differentiate their services, and achieve a market monopoly in the early stages of innovation.\textsuperscript{25}

According to Forrester,\textsuperscript{26} in 2018, cloud computing became a must-have technology for every enterprise. According to Lee, ‘nearly 60 per cent of North American enterprises are using some type of public cloud platform. Furthermore, private clouds are also growing fast, as companies not only move workloads to the public cloud but also develop on-premises private cloud in their own data centers’.\textsuperscript{13} Lee argues the corporate adoption of hybrid cloud computing is an irreversible trend because the demand for Big Data, smartphones and IoT technologies will not be receding any time soon.\textsuperscript{13}

**CAPACITY MANAGEMENT**

Capacity planning attempts to reduce constraints within the IT estate. The TOC ‘seeks to provide a precise and sustained focus on improving the current constraint until it no longer limits throughput, at which point
The focus moves to the next constraint. The TOC lays out a five-step process known as the five focusing steps for identifying and eliminating constraints (see Figure 2).

The key to capacity management is counterbalancing the right number of users with the right performance at peak usage to ensure a great end-user experience. In the words of VMWare, the cloud services provider, ‘Demand drives stress … Because the demand for capacity fluctuates in each environment, the top contenders for priority often include high efficiency versus low risk of poor performance’.28

‘The stress concept involves how high and how long the demand persists relative to the capacity available’, explains VMWare. This value is used ‘to measure the potential for performance problems. The higher the stress score, the worse the potential is for degraded performance’.

Efficiency and optimisation are the goals for capacity planning. In an ITRS use case that looked at application demand modelling on a mobile banking platform, the client had the following three objectives:

- predict maximum call volume on the current architecture and identify degradation in performance as volumes increase;
- recommend changes to improve capacity limits and reduce unused infrastructure; and
- allow modelling of increase in volumes and predict impact.

For this use case, which could easily be extrapolated to a marketing department, the infrastructure data were provided by vCentre to develop the baseline, with a total of 1,420 virtual machines and 30 hosts. AppDynamics data were used to identify the servers associated with the mobile application and provided ‘in-app’ data. The metrics were as follows:

- business volume metrics — ‘calls per minute’;

Figure 2: The theory of constraints uses a process known as the five focusing steps to identify and eliminate constraints (ie bottlenecks).

● performance metrics — transaction response times;
● in-app metrics — time per minute spent on garbage collection; and
● tier/role of each server.

The customer wanted a view of performance as well as resource utilisation, which included the following standards:

● Over 90 per cent of transactions going through the system fell into one of the same four groups:
  - login;
  - check security question answer;
  - get balance; and
  - check transaction history.
● It was established that the 95th percentile of transaction responses would be less than three seconds. Anything over that would be considered a drop in performance and noticed by end users.
● For the Jboss servers, specific attention was paid to the time spent on garbage collection, ie attempting to reclaim memory occupied by objects that are no longer in use by the program. The standard set: this should be less than 10 per cent and the threshold for this metric was set at six seconds (10 per cent of a minute).

In general, ITRS recommends expressing capacity in business terms by understanding volume constraints and trends. For a deep dive into relationships, ITRS recommends the following steps:

● detect relationships between volume drivers and resource utilisation;
● identify the strongest relationships that drive application constraints;
● track ongoing behaviour and changes;
● create statistical summaries at multiple levels of the organisation and build up an accurate understanding of application behaviour and metric patterns; and
● normalise data from the multiple tools and technologies a company has throughout its organisation.

Insights from these activities should provide information about resource utilisation, implementation metrics, business volumes and critical transaction response times. The goal is to have a single, comprehensive view of the company’s entire systems and all its processes.

ITRS’s Capacity Planner solution (see Figure 3) attempts to understand the correlations between business and performance metrics. By understanding a system’s relationships, ITRS’s Capacity Planner determines the primary constraints in the application, including ones for marketing.

The tier constraint chart (see Figure 4) shows the maximum volume that each component of the application can handle before running into capacity limit issues. VM 1001 is the Jboss server with the lowest capacity for volumes, causing garbage collection issues once calls per minute volume reaches 4,314.

Using these mined relationships, a ‘demand model template’ is created so these can be used in a forward-thinking model. This allows the user to model an increase of up to 6,000 extra calls per minute (see Figure 5). At just over an extra 4,000 calls per minute, it is clear that the Jboss servers will breach their thresholds. A strong correlation between calls per minute and garbage collection rates (0.97 r-squared) is identified.

Figure 6 shows that, by the last operation, having added an extra 6,000 calls per minute, the issue becomes application-wide. In this case, it was predicted that 5 per cent of login response time would be above three seconds.

The recommendation is to drag and drop four new Jboss Virtual Machines (VMs) and distribute the demand evenly. Green icons on the timeline above indicate that
the operations would be successful ones (see Figure 7).

The results were as follows:

- using the application demand modelling process, the bank was able to clear constraints; troubling bottlenecks were also identified;
- no CPU or memory capacity issues resulted from the projected increased load;
- performance problems were detected, which led to an increase in response times;
- the addition of four more VMs to the Jboss layer was expected to resolve the issue; and
- no new infrastructure was required.

For companies looking to implement a capacity management solution, ITRS recommends they do the following:

- identify where the instance needs to run (location) and optimise for cost/performance;
identify the best way to buy the instance, which depends on how long it is going to run for — this is an aggregated need for that instance size, not the need for one specific instance for one application;

- identify how long an instance should run for, and if it is idle, how long before it should be shut down; and

- analyse the billing engines of the cloud providers on an ongoing basis to identify optimal usage and policies.

Ideally, the capacity planning tool should be an active tool, so that some types of recommendations/policies can be actioned automatically. Finally, the tool should be able to compare multiple cloud providers and then optimise across the hybrid-cloud IT estate.

Additionally, ITRS recommends companies optimise their usage and continuously review the following:

- optimise the cloud at the application level by correlating business demand with cloud service utilisation;

- plan for growth and predict upcoming costs with advanced predictive analytics and forward-thinking what-if scenario modelling;

- improve business processes with service management integration; and

- manage across hybrid-IT, on-prem and multi-cloud in a single tool with consistent reporting regardless of the environment.

Figure 7 shows how right-sizing (ie ‘the process of matching instance types and sizes to your workload performance and capacity requirements at the lowest possible cost’27) works. As AWS contends, right-sizing is ‘also the process of looking at deployed instances and identifying opportunities to eliminate or downsize without compromising capacity or other requirements, which results in...’
Figure 5: Scenario modelling
Source: ITRS.
Figure 6: Scenario modelling
Source: ITRS.
Figure 7: Scenario modelling
Source: ITRS.
lower costs’.29 When moving an application currently running in a data centre to the cloud, one can capture all the information on the servers needed before the actual move to the cloud.

Figure 8 illustrates a data centre running the ITRS Capacity Planner tool. Blue areas are under-utilised while orange areas are more heavily utilised. Capacity Planner shows the recommendations to improve the use of the data centre servers.

However, if the application is to be ported to the cloud as in Figure 9, it makes no sense to buy the extra capacity in the cloud, as it is easy to re-size the system if and when it is needed. So, the tool reveals the cost of moving ‘like for like’ in case it is important to know what the baseline is. The cost of moving the application right-sized into the cloud is also shown. In this case, a savings of 28 per cent will be attained on a one-year plan.

Most cloud cost optimisation tools work at the total cloud spend level, optimising the entire cloud estate. For some larger companies and their application teams, this is too broad an undertaking to commit to. ITRS Capacity Planner, however, works at the single instance level, so separate modelling and application optimisation can be achieved.

If an on-premises workload is to be moved to the cloud, Capacity Planner prices up the ‘like for like’ migration and the right-sized estate, identifying cost savings as per Figure 10.

Applications can be analysed and optimised individually or in the aggregate. Certain applications may have different resource usage requirements and therefore not be suitable for aggregation. In this example, high memory and a fast disk are necessities.

The user can define the ‘recommendation rules’ (see Figure 11) that drive the optimisation and migration of specific application needs. In this case, the required memory and fast disks will be provided. So, when planning the migration of this application, the cloud provisioning team will be informed that ‘memory-optimised’ instances are required in order to provide ‘burstable’ dynamic memory and solid-state disks for the fastest disk access possible.

Right-size options are presented visually (see Figure 12), with configurations matched to the closest instance sizes based on statistical profiling of demand. In this example, a client had bought an Oracle Linux 4/5 server, but when the usage of CPU and memory were analysed, an instance that better matched with the statistical profiling of the demand was recommended.

The next stage is right-buying. Once the instances needed to run the application are known, Capacity Planner looks at where and for how long the instances will run.

Figure 13 shows an IT estate that had been left running constantly. The blue areas of the estate are underutilised or idle systems that have not been halted. Running instances when there are no workloads is one of the biggest causes of wastage in cloud spend. Most of the time, many of these unused instances can — and should — be shut down.

Figure 14 shows the same estate but with the Capacity Planning right-buying and policy management in place. The black area reveals instances that have been automatically shut down and then spun back up as and when needed. This activity resulted in a 75 per cent AWS saving. It also makes the entire system much more productive.

ITRS recommends the following actions when implementing the Capacity Planning solution:

- **Right size:**
  - obtain a highly granular data capture of all resource usage (CPU, memory, disk, network) and identify the sizes of instances needed for each application workload;
Figure 8: On-premise recommendations
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Figure 9: Migration from on-premises workload to the cloud
Source: ITRS.
Figure 10: Adding application-level visibility
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Figure 11: Configuring recommendation rules
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Figure 12: Configuring recommendation rules
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Figure 13: Timeburst view
Source: ITRS.
- determine optimum configuration of burstable or non-burstable instances;
- identify idle times and workload periodicity; and
- understand the capacity of hybrid-IT and repatriate work from the cloud if on-premises capacity allows it.

- **Right buy:**
  - identify where the instance needs to run (location) and optimise for cost/performance;
  - identify the best way to buy the instance based on how long it will run;
  - identify how long an instance should run for, and if it is idle, how long before it should be shut down; and
  - analyse the billing engines of the cloud providers on an ongoing basis to identify optimal usage and policies.

- **Optimise:**
  - right-size at the application level by correlating business demand with cloud service utilisation;
  - plan for growth and predict upcoming costs with advanced predictive analytics and forward-thinking ‘what-if’ scenario modelling;
  - improve business processes with service management integration; and
  - manage across hybrid-IT, on-prem and multi-cloud in a single tool with consistent reporting regardless of the environment.

**CONCLUSION**

As Lee argues, ‘capacity planning is a challenging task when there is an unpredictable, fluctuating computing demand with many peaks and troughs’. Fortunately, not only are there many ways to track capacity data, but analytics can produce incredibly accurate evaluation models to help marketers get fast returns from their capacity planning and marketing initiatives.

Capacity planning works hand-in-hand with Kalb’s condition that every dollar spent on marketing be valued and quantified. It seeks to minimise wastage when it comes to the IT estate, including marketing’s IT activities. The question is, can marketing’s IT activities be quantified so that every sale, lead and marketing offer can be traced back
to the marketing effort that produced it? This a lofty goal but IT is getting there.

ITRS recommends companies optimise and continuously review their cloud usage at the application level by correlating business demand with cloud service utilisation. Amazon became one of the most valuable companies in the world on the back of the profits it made on its AWS service rather than its marketplace, where margins are slim. This should be a warning to anyone planning to move their IT services into the cloud. Although it might make a lot of budgetary sense to go to the cloud, there is no reason to pay for servers that shouldn’t be on.

Companies should plan for growth and predict upcoming costs with advanced predictive analytics and forward-thinking what-if scenario modelling. COVID-19 came out of nowhere and threw a wrench into a lot of business forecasting models, but that was a unique situation and it spurred a work-for-home trend that put great strains on IT departments the world over. However, it also showed the value of the cloud and ITRS’s recommendation that companies should manage their hybrid-IT, on-prem and multi-cloud platforms through a single tool to provide consistent reporting regardless of the environment. This should help businesses contain costs.

While some things have improved since John Naisbitt’s warning that ‘we are drowning in information but starved for knowledge’,4 we are still overwhelmed by data. That said, one can now capture, track and utilise data so much more easily than was possible only a few short years ago. Numerous products in the market today support the kind of tracking that provides the baseline for change. With the IoT revolution about to hit with massive new amounts of harvested data coming online, businesses must understand that the cloud can be a good place to find help, but without adequate control, costs can soon spiral out of control.

Rather than waiting for a dream solution to materialise, marketers must find a system that enables them to make better decisions and they need to support those decisions with verifiable data. Wanamaker’s famous lament that he did not know which half of his marketing spend was wasted no longer rings true. Today, the dominant advertising, social media, customer relationship management and marketing software companies are focused on marketing attribution, trying to help companies quantify every dollar they spend on advertising. This is an important part of the equation, but it is just as important to understand the costs to attain that attribution. In the words of the consumer behaviour specialist Steuart Henderson Britt, ‘doing business without advertising is like winking at a girl in the dark. You know what you are doing, but nobody else does’.30 This pretty much exemplifies what goes on behind the scenes with capacity planning, real-time monitoring, AIOps, cloud bursting and predictive resource scaling. It is a lot, it is incredibly valuable, and it is something marketing IT departments should team up to address. Few people realise that a strong operations backbone can be the impetus that helps marketing create the wink that might just entice the client enough to close the sale.
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